
Trends in COVID-19 News Coverage: 
An Introduction to Topic Models 
Using Text and Data Mining
Princeton University Researcher Gavin Cook explains how he used TDM Studio, 
ProQuest’s text and data mining service, to analyze a corpus of 700,000 newspaper 
articles related to COVID-19 — and how creating topic models from that analysis 
can give us unprecedented insights on the areas of greatest interest.
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Introduction 
At the time of this writing, the United States — and much if not most of the rest of the world — is in the throes of an outbreak of COVID-19. 
Schools and businesses have been shuttered, and offices across the country are empty as people obey shelter-in-place orders and work 
from home. COVID-19 has quickly become a decade-defining issue, and analyzing ProQuest’s newspaper corpus with text and data 
mining (TDM) can help shed light on how the world has reacted to it. 

There may be no more water coolers to talk around, but that certainly hasn’t stopped people from pontificating on the virus. What makes 
the coronavirus so interesting from a social scientific perspective is that everybody has their own take on the reality of the disease and  
an additional opinion on what everybody else thinks. Humans are gossip machines, and we care about what the rest of our species  
thinks — especially people in positions of power.

A lot of opinion about opinion, however, is based on hearsay. Fortunately, we can use data to turn rumor into research. Because people 
develop their opinions in part from media, we can turn to newspapers to get a sense of what information people draw from when forming 
their own views of the world. Using TDM to analyze ProQuest’s newspaper corpus allows scholars to generate high-level insights about 
how the media reports on key issues. We can supplement speculation with statistics to get a much better picture of what the media says 
and how they say it.

How the media has covered COVID-19 is an empirical question — one we can get a more accurate picture of with statistical techniques for 
natural language processing. The detail of human analysis is impossible to replicate with machines, but we can supplement human depth 
with machine breadth. TDM lets us process many thousands more document than any human could at once. 

The Data
For this project, I analyzed a ProQuest dataset that includes nearly one million articles related to the coronavirus, spanning multiple 
countries and multiple languages. For now, we will focus on the roughly 70% of the articles in the corpus that are in English. This gives us 
a final sample of 782,662 articles. 

The corpus includes English-language articles from the United States, the UK and Australia, but, interestingly, there are more English-
language articles in the corpus from India than the UK. The Times of India is one of the biggest and most important newspapers in the 
world, and it is English. 

This corpus is, as we can see, enormous — far too big for us to read every article it contains, let alone for us to summarize the main 
themes of the articles succinctly or accurately. We can, however, train a machine to read and summarize the corpus for us. One of the 
most tried-and-true methods to do so is with a topic model. 

Figure 1: National Origin of 
Articles in the ProQuest Corpus. 
This figure shows the distribution 
of the country of publication of 
every English-language article in 
the ProQuest Coronavrus Corpu. 
The most common country of 
origin for articles in the corpus 
from outlets based in the United 
States. The second most common 
country of origin is India.



The Process: Topic Models Made Simple
Topic models are one of many ways of summarizing information from a collection of texts. In basic terms, topic models posit that each 
document in a corpus represents a collection of topics, and that the general themes of all documents in a corpus can be summarized with 
topics. The output of a topic model is a set of topics, and the words associated with each one.

One of the earliest and most famous topic models is the latent Dirichlet allocation model made famous in a 2003 paper by David Blei, 
Andrew Ng, and Michael I. Jordan (Blei et al. 2003). The original paper, published in the Journal of Machine Learning Research, has more 
than 30,000 citations. The paper itself is very technical, as you can see in the example below.

Figure 2: Graphical model representation of LDA. The 
boxes are “plates” representing replicates. The outer plate 
represents documents, while the inner plate represents the 
repeted choice of topics and words within a document. 
(Blei et al. 2003).

And this is not even one of the many equations in the paper. For a more in-depth but still accessible introduction to how the LDA algorithm 
works, see: http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation/. [Note: this blog post was recommended by the 
author of Gensim, a famous topic-modeling package in Python!]

While running a topic model is straight-up science, interpreting topic models is not and requires both art and artifice. Brandon Stewart, a 
sociology professor at Princeton, argues that while some fear that natural language processing may render qualitative research useless, 
the true conceit of natural language processing is to bring qualitative research back into quantitative research. 

To get a sense of how we might bring the qualitative into the quantitative, we can look at some word clouds from the topic model. This is 
not very helpful on its own, but we can use it to get a sense of how we might go about interpreting this model. We must read between the 
lines and intuit the higher-level meaning behind the keywords. This will let us assign a working label to each topic. The image below shows 
the word clouds I generated using TDM Studio and the ProQuest newspaper dataset.

These are the top four topics. Let’s see what happens when we look at a few more:

http://blog.echen.me/2011/08/22/introduction-to-latent-dirichlet-allocation/


Do any words jump out at you? Do you see any themes that emerge from these topics?

For a deeper pass at the data, we can take a closer look at the first 10 documents in our corpus and see what topic they most strongly 
represent.



The columns are, in order:

Document_No: This is the number of the document in our corpus. Python starts counting from zero, so that’s why document 1 is labeled 
as document zero. 

• Dominant_Topic: This is the strongest topic in a given document. LDA models each document as a mixture of topics, so every 
document has more than one topic attached to it. This output just gives us the topic that is strongest in a given document.

• Topic_Perc_Contrib: This tells us how heavily the dominant topic in a given document contributes to that document. Because LDA 
models each document as a mixture of topics, each document can map to more than one topic. 

• Keywords: These are the keywords associated with a given topic.

• Text: This is the beginning of the text. You may notice that some of the words are truncated. This is because they have been 
lemmatized as when the corpus was preprocessing for analysis. This makes it easier for algorithms to work on the text by rendering 
each word in a more succinct form. Some very common English words have also been removed. 

This gives tells us how our documents map to topics. What if we want to know the reverse: how topics map to documents? We can look 
at documents that strongly represent a given a topic. This is a list of topics with the beginning of the single text in the corpus that most 
strongly represents that topic:

The columns are similar to the raw output above. You may notice that the “Topic_Perc_Contrib” values are all very high, and this is 
because each text is the most representative text for a given topic in the corpus. This is by design — those values better be close to 1 
(a.k.a. 100%)!

Topic 0, which includes the keywords “worker,” “employee,” “small” and “economic,” seems to generally cover words related to the 
economic plights of working-class Americans and small businesses. Topic 1 is about markets and commodities, as is Topic 6, and Topic 2 
is similar but more specifically about financial markets. Topic 3 is interesting in that it covers both China and Italy. More generally, it seems 
to capture governments and their responses to the coronavirus in hard-hit areas outside the United States. Topic 4 is about schools and 

“COVID-19 has quickly become a 
decade-defining issue, and analyzing 

ProQuest’s newspaper corpus with TDM can help 
shed light on how the world has reacted to it. ”



moving online, and Topic 5 relates to vaccine development. Topic 7 is about everything that has unfortunately been cancelled by the virus: 
sports, hotels, and more. We could label the first 10 topics:

1. American Workers
2. Markets and Commodities
3. Stock Markets
4. International Responses
5. Students and Schools
6. Solutions and Developments
7. Company Drama
8. Canceled Events 
9. Common Words 
10. India’s Response 

Now that we know all the topics, we have a high-level view of what the various documents in our corpus talk about when they report on 
the coronavirus. As a final exercise, we can read a selection of documents that have been clustered into a single topic at greater length. 

Let us take a brief look at some documents that have been clustered under Topic 1: American Workers. For example:

We see that most words of the document in question of the model have been truncated. The words in the document have been 
lemmatized, and some common words have been removed from the output. Wading through this might not be easy, but we can still make 
out most of the original document. What jumps out to you? In isolation, this is not very interesting, but we can look at another document in 
the same topic for more insight:

 

“While running a topic model is straight-up science, 
interpreting topic models is not and 

requires both art and artifice.”
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This article is about vaccine production. We see that articles on infrastructure development and vaccines are clustered into the same 
topic. This is interesting! It suggests that there is a latent similarity between the ways that these two seemingly disparate things are 
discussed in the news. Vaccines and infrastructure — who knew? One could surmise that these two things both relate to development and 
saving America from the various impacts of the virus. 

The keywords for the American Workers topic are certainly interesting in isolation, and the topic model reveals additional insights when 
we look at the documents for a given topic in more detail. We could repeat this with more documents and see what other higher-order 
patterns emerge. 

Conclusion
Using TDM to create topic models offers powerful insight into how a vast corpus of news discusses the novel coronavirus. It shows us 
that news outlets are talking about — very broadly — the people, institutions and events affected by the outbreak. In future papers, I’ll 
explore more detailed topic models and additional dimensions of this dataset. 

About TDM Studio
ProQuest’s workflow solution for text and data mining is designed for research, teaching and learning. TDM Studio provides access to 
sought-after content including current and historical newspapers, primary sources, scholarly journals, and dissertations and theses. It 
empowers researchers, students and faculty to analyze documents by uncovering connections and patterns that lead to career-defining 
discoveries.
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